Training-Free Neural Active Learning with Initialization-Robustness Guarantees
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* In reality, we don’t know which NN architecture fits data best

» We propose to find the best NN architecture while doing AL, ACkn OWIngements

based on the expected MSE loss by bootstrapping, where we select
the best model after each AL batch

The algorithm should:

* Require little or no initial labelled data in the beginning

* Be able to select unlabelled points in batches (batched active
learning regime)

* Not require training of any actual neural networks
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