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ABSTRACT

We tackle the problem of data diversification from multiple angles. We first explore the problem of
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machine translation model obtained. We show that we are able to get notable increase in translation quality
in some cases of our sampling.

We then focus on data diversification on a wider scope and consider the problem of submodular
maximisation, which is one way a diversification problem can be phrased more mathematically. We develop
a parallel submodular maximisation algorithm under a cardinality constraint, and demonstrate its perfor-
mance against existing submodular maximisation algorithms. We are able to show that our algorithm yields
accuracies comparable to existing algorithms, while taking orders of magnitude less computation time and

fewer function calls.
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CHAPTER 1

INTRODUCTION

1.1 Diversification

The problem of diversification appears in a large number of contexts, especially in data mining and
machine learning. Often, we end up with more data than we will need, or than we can process. We therefore
may need to reduce the number of data points that we have. However, if the dataset were to be reduced, it
would be nice if the data points selected are important or are diverse with respect to the other data points

selected. Specific examples of the diversification problem include the following:

* Data selection for training machine learning models. In order to train a model, we will need both the
input data and the corresponding output data. Often, we will not be able to use all of the data that we

have, and so we may need to select a subset of the data which might be the best for our training.

* Recommendation systems. If we know the preference for a user, we will be able to work out the items
from our catalogue which the user may be interested in. However, to give a variety for the user, the

items that we select should also be diverse enough, and represent the entire collection of items.

* Summarisation of data. We have a large number of data points, but we may want to select a small
subset of the data points which gives a good overview of the whole dataset. An example is selecting

a few pictures which act as a short review of an entire album of photos.

Data diversification methods can be done on many levels. We may explore a specific instance of
when data diversification is needed and see which diversifying method is the most useful for our data. On
the other hand, we may also view the diversification problem more generally, as a mathematical optimisation

problem which can be solved using some algorithm.
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In this project, we will be exploring the diversification from both angles. We will explore a specific
case of the diversification problem, by testing the usefulness of data diversification in training a machine
translation model. We will also consider the diversification problem in the form of submodular maximisation
problem, which is a generalisation for many diversification problems stated earlier, and develop an efficient

algorithm to approximate its solution.

1.2 Contributions and Outline

In this thesis, we will address the following points.

* We will construct a framework for training set selection for neural machine translation tasks. Using the
framework, we will test out different sampling techniques, including changing the similarity metric
of sentences, and the algorithm to select appropriate sentences. We then test how well the different
sampling techniques perform based on how well we are able to train a machine translation model

using training data selected according to the different sampling techniques.

* We will develop an efficient submodular maximisation algorithm under a cardinality constraint. We
will analyse the theoretical performance of our algorithm, and demonstrate that it is able to give very
good answers on real test cases, while requiring much lower running time and costs compared to

existing parallel algorithms.

This thesis will be organised as follows.

* In Chapter 2, we will discuss methods to measure sentence similarities, algorithms for diversification,
and present results on the effectiveness of these methods and algorithms towards building a diverse

dataset for training machine translation models.

* In Chapter 3, we will focus on the problem of submodular maximisation and develop an efficient and

practical parallel algorithm for the submodular maximisation under a cardinality constraint.

* In Chapter 4, we summarise our findings and provide possible extensions to this project.
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CHAPTER 2

SENTENCE DIVERSIFICATION FOR MACHINE TRANSLATION

2.1 Introduction

In this chapter, we describe our attempt for sentence selection for reducing the training set size for
machine translation tasks. In Section 2.2, we discuss the related background information. Then, in Section
2.3, we describe the setup for the tests we have done. In Section 2.4, we present the results. We finally

present the concluding remarks and future extensions in Section 2.5.

2.2 Background Information

In this section, we will discuss background information required for our experiments. We will
talk about the task of machine translation, and why sentence diversification may be needed. We will then
discuss techniques of word and sentence embeddings, and methods of measuring the similarity between
the sentences using these embeddings. We finally mention algorithms which can be used to diversify the

samples we have according to the similarity metrics we mentioned.

2.2.1 Machine Translation and The Need of Sentence Diversification

An interesting problem in machine learning is the problem of machine translation. Here, people
aim to create a model which will take in sentences in one language and output the same sentence translated to
another language. The problem of machine translation (and for natural language processing in general) can
be challenging, as a good model would be able to understand the semantics of a human language beyond
the mere characters or morphemes that make up a word. Many deep learning models have been tested
for machine translation tasks, including models which contains Long-Short Term Memory (LSTM) units

[HS97, SVL14], or the more recent transformer architectures [VSP117].
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A major aspect of training neural networks for machine translation (and in fact for other machine
learning models) is acquiring the initial training data, which has to be accurate according to the domain
knowledge. For machine translation, texts in a source language and its corresponding translated sentence in
a target language is needed for training. These texts can often be scraped from places with the same passages
in multiple languages, or can be translated by human translators.

To train more accurate translation models, larger quantities of texts and their corresponding transla-
tions could be used. This can be a challenge however, as parallel corpuses may not be readily available and to
translate new texts by hand to generate new corpuses often requires a lot of manpower. There have therefore
been different techniques proposed which help reduce the number of sentences required for training.

One such technique is active learning, where the model being trained is able to make queries to an
oracle and ask about labels of some unlabelled data. The model decides which data should be queried based
on some metric such as its uncertainty on the true label of the data. This technique reduces the number of
actual labelled training data that is needed to train a model [Set10]. The downside to this method is that the
selected samples are not model-agnostic, meaning samples which arise from active learning with one model
may not necessarily be helpful to a different model. Additionally, in the context of machine translation, the
idea of back-translation has been proposed, where two translation models are trained simultaneously and
each model generates a synthetic corpus for the other model to train on [EOAG18]. Again, this trick is
model-dependent.

Ideally, to build a good dataset, we would like to select samples which arises independently of any
translation models. In this work, we will be proposing a framework for diversifying a source corpus to select

a good subset of sentences to perform training for machine translation tasks.

2.2.2 Word and Sentence Embeddings

Handling sentences purely as a set of words in some human language is often not useful for ma-
chine learning purposes. People have therefore developed models which aim to convert some words or

sentences in one language and embed them onto some coordinate space and instead represent them as a set
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of multidimensional vectors, which can then be more easily fed into a neural network, for example.

Word-Level Embeddings

To get a word embedding from some sentence .S, we would first have to break the sentence down
into a set of tokens ( 1,2, ...,t, ) where each ¢; is a member of some set of vocabulary ¥. These tokens
may be the words that makes up the sentence, but they may also be morphemes that makes up the words.
Then, to get the word embeddings, some function f : ¥ — R* would map each token to form the final
vector embeddings ( f(t1), f(t2),..., f(tn) ).

A naive embedding system would be to assign one word found in a sentence to a one-hot vector.
Here, one word would be assigned the vector [1 00 ... ], another word assigned the vector [0 10 ... ], and
so on. Since we assign a unique vector to each word in our vocabulary, the vectors will have a dimension
of |X|. While this is simple to do, it require a high-dimensional vector, and often these vectors encode little
information about the words themselves as each word can be seen as orthogonal to each other, hence is seen
less related. Other techniques for word embeddings therefore have been developed.

Word2Vec is a method of generating vector representation for words which also encodes linguistic
aspects of the words themselves [MCCD13]. Syntactic or semantic relationships between words are em-
bedded in the differences of the vectors. For example, the difference between the vector for easy and the
vector for easiest is similar to the difference between the vector for heavy and the vector for heaviest,
since the pairs represents an adjective and its superlative. Similarly, the difference between the vector for
France and the vector for Paris is similar to the difference between the vector for Spain and the vector
for Madrid, since the pairs represents a country name and its capital city name.

Newer vector embedding systems such as ELMo [PNI*18] and, more recently, BERT [DCLT18]
also aims at encoding the contextual information of words into their vectors. In contrast to the Word2Vec
model, ELMo and BERT does not have a predefined vector embeddings for each words, but instead will
embed the words into vectors according to the surrounding contexts. Therefore, unlike in the Word2Vec

model, the same words can be embedded to different vectors according to their contexts. Words with similar
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meanings will be closer together than homonyms which mean different things. The difference between
ELMo and BERT is with the architectures of the model - ELMo is a bi-directional LSTM model, whereas
BERT uses a transformer model. BERT outperforms ELMo in various natural language tasks due to the

transformer’s ability to better retain long term information compared to an LSTM model.

Sentence-Level Embeddings

There has also been attempts at finding methods of embedding entire sentences. In other words,
given a sentence .S, we would like to have a function which returns a k-dimensional vector representing
S. An attempt to do such is the Universal Sentence Encoder [CYK™18]. In this case, models based on
either the Transformer architecture (which aim to produce more accurate models at higher computation
costs) or the Deep Averaging Network (DAN) architecture (which aim to be faster but give lower accuracy
then the Transformer model). The resulting embedding is a single 512-dimensional vector. The pre-trained

Transformer model can be used through TensorFlow Hub (which is a package available on Python).

2.2.3 Distances Between Sentences

A distance function can be thought of as a way to measure the closeness of two objects. If the
distance between two points in physical space is large, then this usually means that the two points are far
away from each other. With sentences, we want our distance function to reflect the similarity between the
two sentences. In other words, if the distance between two sentences is small, then this should mean that the
two sentences are similar to each other, in some aspect.

Sentences alone are often unhelpful to determining their distances. The sentences therefore should
be embedded or processed in some way before applying a distance function upon it. Below, we discuss how

distances can be determined from different embeddings.

Distances Using Word Embeddings

Some sentence distances is calculated using the word embeddings of the sentences. One of the

most famous of such is the Word Mover’s Distance [KSKW15]. This is a modification to Earth Mover’s
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Distance, and intuitively, it is minimum distance each token in the first sentence needs to "travel" to the
tokens in the second sentence. More mathematically, given two sentences S; = {t1,t2,...,t,} and Sy =

{t},th,...,t,}, we would like to find

n m
min ZZT-'-dv.v/
T>0 1] (tla tj)

i=1 j=1
m

subject to ZTU = Vie{l,...,n}
j=1
n
ZTU:C;‘ Vie{l,...,n}
i=1

where vy is the vector embedding of token ¢, d is a distance metric for our embedded tokens, and ¢; and c;-
are the amount of flow required in or out from a following token, which corresponds to how many times
the particular token or token embedding appears in the first or second sentence. The matrix T here can be
thought of as the flow matrix, where T; ; is how much of token ¢ in the first word "travels" to token j of the
second word, and so 32| >0 Ty - d(vy,, Ut;.) represents the total distance each token in the first sentence
needs to travel to transform into the second sentence.

We can see however, that computing this distance involves solving a linear program, which is not
cheap to do. The relaxed Word Mover’s distance therefore have been proposed as an approximation to the

version above. To compute this, we find 77 and 7" where

¢i if j = argmin d(vy,, vy) c; ifi=argmind(v,vy)
T — j J and T = i v
1] . ) .
0  otherwise 0  otherwise

and let the relaxed distance be given by maxye 7 7y Y iy >iey Tij - d(vy,, vt;_).

While the original paper on Word Mover’s distance computes this distance on older Word2Vec em-
beddings, we suspect that it should also be possible to compute such distances using newer word embedding
schemes such as BERT. In our tests, we will be using the relaxed version of Word Mover’s distance on
embeddings from BERT. Since the same token may not be embedded to the same vector using BERT, we

will assume that each embedded vectors are unique and let ¢; = 1 and c; = 1forall 7 and j.
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Distances Using Tokenised Sentences

Rather than using the actual word embeddings of a sentence, simply the tokens that makes up
the sentence can be used as well. The tokenised sentences are cheaper to compute than the actual word
embeddings themselves as tokenising a sentence is a preprocessing step necessary before obtaining word
embeddings anyway.

Treating the sentences as a set of tokens S = {t1,t9,...,t,} and Sy = {t},t,,..., ¢/, }, we can

define the Jaccard distance to be

|S1ﬂ52‘
daccar 57‘9 =1—- 73
J d( 1 2) |S1USQ‘

Jaccard distance measures how many tokens are shared between the two sentences. The distance function is
written in a way such that d(S1, S2) = 0 when S; = S5. Note that the range of Jaccard distance is [0, 1].

Another distance function that can be used is the edit distance, or the Levenshtein distance. Both
of these terms are often used interchangeably, and in this paper we will refer to this distance as the edit
distance. Edit distance measures the number of insertion, removal or substitution operations required to
transform one string to another. Edit distance is useful in measuring dissimilarity between two strings of
letters (where the operations acts on the characters of the string), however we can also adapt edit distance
to work with token insertion, token removal and token substitution as well. The problem of calculating edit
distance has been solved for a long time, famously using the Wagner-Fischer algorithm which is a classic
example of an algorithm implemented using dynamic programming [WF74]. However, faster algorithms to
compute edit distance has also been proposed [Hyy02, AN20].

Given two sentences, the maximum possible number obtainable from edit distance is the maximum
length between the two sentences. To bound the distance between a range independent of sentence length,

we can use normalised edit distance, which is given by

dedit(S1, S2)

dnorm-edit (51, S2) = max{[Si],|Sa[}

We can see that the range of dporm-edit 1S bounded between O to 1.
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Distances Using Sentence Embeddings

Instead of the word embeddings, we can calculate similarities of sentences using the vectors gen-
erated from sentence-level embeddings. This is easier to do as embedding at the sentence level outputs a
single vector, which can directly be compared against the vector representation of other sentences. While
we can use Euclidean distance to measure the difference between the vectors, it is more common to use the

angular distance, which for two sentences, is defined as

1 I
dangular (S1, S2) = — arccos M

m ||US1HHUSQH
where ¥is represents the sentence embedding of sentence S, (-,-) represents the inner product, and || - ||

represents the Lo-norm of a vector. Geometrically, this value represents the angle between the two vectors,

where we have also added a normalisation factor so that the range fits between [0, 1].

2.2.4 Sampling and Diversification Algorithms

Given a set of sentences S = {51, S, ..., S, }, we would like to find a subset 7 C S with |T| < k,
which is said to be a diverse subset of S of some maximum cardinality k. We can see that there are many
ways of describing the "diverseness" of the sample 7. Here, we provide some diversification objectives and
the algorithms to solve for these objectives, along with a geometric demonstration on mock two-dimensional

data in Figure 2.1.

Maximum Sum of Distances

The first way is to define diverseness in terms of the difference between the elements within the
selected set. A simple method to do this is to maximise the sums of the distances of each pair of points in
the sample set, i.e. to find

argmax Z d(S1,52).
TESITI=k gy SheT

In this section, we will refer to this objective as the MAXSUM objective. Many algorithms for diversification

have been presented, as summarised in [ZWQ™ 16]. However, for larger dataset as we are dealing, it is more



Apivich Hemachandra Sentence Diversification for Machine Translation / 10

practical to use algorithms in the streaming setting, where all data does not have to be loaded at once. A
simple streaming algorithm is proposed by [MSN11], which is as shown in Algorithm 1. The key idea of the
algorithm is that for each new element in the stream, it greedily replaces an element in our selected subset

if doing so will increase the objective function, and discards it otherwise.

Algorithm 1 A streaming algorithm to diversify for the MAXSUM objective

1: function DIVERSIFY-MAXSUM(S, d, k)
2 T+« 0
3 c+0 > the sum of distance of items in T~
4 for S in S arriving in a stream do
5: if |7| < k then
6: T+ TU{S}
7 update c accordingly
8 else
9: Sy« the element S’ € T that maximises } ¢g o1 (7uisy)\ (s} 451, 52)
10: ifZ{Sl,SQ}C(’TU{S})\{ST} d(Sl,Sg) > c then
11: T+ (TU{SH\ {5}
12: update c accordingly
13: return 7
Clustering of Space

Another possible approach is to minimise the average distance between points in S to its closest

point in our sample 7, i.e. to find
argmax 1 Z max  [d(Sy, S) —d(S',9)]
TCS|TISk T gog S'€ETULS0}

where S is some arbitrary point in the sentence space. In this section, we will refer to this objective as the
CLUSTER objective. This problem is an instance of the submodular maximisation problem. The algorithms
to solve such problems will be discussed further in Section 3.

For the purpose of our experiments, we have adapted the P-PASS submodular algorithm presented
in [NFTM ™ 18] to solve our CLUSTER objective. This algorithm is a multi-pass streaming-based algorithm
which is suited for handling larger amount of data. We present an adaptation of of these ideas in Algorithm

2, where we have fixed some of the tunable parameters and made sure the output solution has size k. While
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the algorithm can theoretically get stuck in an infinite loop, we have had none of such issues on actual
dataset tested. To further save time, we can also pre-compute the distances between each sentences in the

dataset, so that we do not have to recompute them again when needed.

Algorithm 2 Algorithm to diversify for the CLUSTER objective, adapted from the submodular maximisation
algorithm presented in [NFTM 18]

1: function DIVERSIFY-CLUSTER(S, d, k)
€<+ 0.1 > adjustable algorithm parameter
T+ 2/3 > adjustable algorithm parameter
define function f, : 25 — Ras f(T) = 2 Yo s maxgre7u(sy} [d(So,S) —d(S’,S)]
A* = argmax f.({S})

Ses

6: O={(1+e):icZ A" <(1+e) <kA*/T}
7: for v in O do
8
9

Ty < 0
: 71
10: while |7,| < k do > unlike the original algorithm we do not terminate until 7, has size k
11: for SinS\ 7, do
12: if f(T,U{S}) — f(Ty) > T"A*/k and |T,| < k then
13: To — Ty U {S}
14: r<r+1
15: v/ = arg max 7,
veO
16: return 7,

Selecting Dissimilar Points

The final approach considered is to select points which are as dissimilar to each other as possible.

Mathematically, this is equivalent to finding

d(S1, S2).

argmax min
TCS,|T|=k S1,52€T;51#S2

Throughout this work, we will refer to this objective as the DISSIMILAR objective. There are many algo-
rithms of solving this objective. An example of such is the algorithm for the DISC diversity presented in
[DP12], which not only tries to find a dissimilar subset, but also makes sure that all of the points in space
are within some distance away from at least one of the selected points.

In our tests, however, we will be using a different algorithm, as presented in Algorithm 3. Here,

we greedily keep picking new elements into out solution set as long as it is at least some distance away
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from the selected sentences. In Line 10, we have to relax the threshold of distance by some amount, which
is needed when no other sentences remaining can be added. For our experiments, we have chosen to relax
the threshold by an amount proportional to the range of the pairwise distance of the dataset (which can be

approximated through sampling of the dataset).

Algorithm 3 An algorithm to find a subset of points to diversify for the DISSIMILAR objective

1: function DIVERSIFY-DISSIMILAR(S, d, k)

2 T+ 0

3 T < an estimate for the maximum distance between two points in S
4:  while |T| < k do

5: for Sin S do
6

7

8

9

if S ¢ T and d(S,S’) > 7 forall S’ € T then
T+ TU{S}
if | 7| = k then
return 7
10: reduce 7 by some amount

Handling Large Amounts of Data

For meaningful training on machine translation model, the number of sentences encountered may
be in the order of 10° or above. We therefore have to consider methods to perform diversification on large
amounts of data. To account for this, we try to use algorithms which work on a streaming setting. These
algorithms are designed such that it looks up the data in a sequential manner, and will not require access to
all of the data points all at once.

Another idea that we have to is to perform sampling tasks in batches of the full dataset. We can
load a fraction of the full dataset (possibly even load all onto CPU), and diversify the loaded subset of data.
Then, we can combine the selected data from each batch to form our final diversified subset. We formalise

this idea in Algorithm 4.

2.3 Experiments

In this section, we describe the experimental setup for our diversification tests.
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Figure 2.1: Geometric visualisation of the diversification objectives on two-dimensional space. Top Left:
original dataset. Top Right: diversification from the MAXSUM objective. Bottom Left: diversification from
the CLUSTER objective, where we also partition space using a Voronoi diagram to further demonstrate the
representation of selected points. Bottom Right: diversification from the DISSIMILAR objective, where a
surrounding radius is drawn for each selected point to show that all selected points are at least some fixed

distance away from each other.
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Algorithm 4 Diversifying on the dataset in batches

1: function DIVERSIFY-IN-BATCH(S, d, k)

2 define b to be the number of batches to divide the data into

3 K + k/b

4: ‘P < partition of S with size b > sets in partition should have roughly equal sizes
5: T+ 0
6

7

8

9

for S’ in P do
T’ < DIVERSIFY(S', d, k) > diversify using algorithms discussed earlier
T+~ TUT

return 7

Source > Sentence Samplin, Training Machine
Ping Translation Model Trained Model
Sentences (on our system) (OpenNMT)

Tokenisation Oracle (to obtain
Word Embedding sentence
Sentence Embedding translation)

Figure 2.2: The pipeline for the sampling and training process.

2.3.1 Pipeline

The flow of the pipeline is presented in Figure 2.2. Given a set of source sentences obtained in
some method, they will first be passed into a system to tokenise and/or embed the sentences into data which
can be used later on during the sampling stage. For our sampling tasks, we have developed a system for
sampling sentences. The system allows for specifying the number of sampled sentences, batch sizes, and for
distances and algorithms used for sampling. The entire sampling system has been implemented in Python.

After sampling, we would have to translated the selected sentences. In real life, this could involve
human translators who will translate the sentences. In our case however, we will be running experiments
on existing parallel corpora, and so the step of "translating" the samples will be replaced by looking up the
corresponding translation from the given corpus.

Then, we feed the selected sentences and into a translation model for training. Translation model
training is done on the OpenNMT project, an open-source system for neural machine translation [KKD™18].
OpenNMT is a Python-based system, with versions implemented in both Tensorflow and in PyTorch. For

our experiment we have used the PyTorch implementation of the system.
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2.3.2 Diversification Methods Tested

We will be performing sampling tasks using the following distance functions.
* Jaccard distance on tokens.
» Edit distance on tokens.
* Normalised edit distance on tokens.

* Relaxed Word Mover’s distance on token embeddings. This will be used instead of Word Mover’s
Distance since it is computationally cheaper. Despite of its relaxation, we found that the distance is
still expensive to compute, and some of the tests for this distance has been skipped to save time. The

sentences will be embedded using BERT before distance computations.

* Angular distance on sentence embeddings. The sentences will be embedded using the Universal

Sentence Encoder before distance computations.

We will also be performing the sampling on different diversification objectives that have been mentioned,

which includes the following.
* The MAXSUM objective, which is solved using Algorithm 1.
* The CLUSTER objective, which is solved using Algorithm 2.
* The DISSIMILAR objective, which is solved using Algorithm 3.

To work with large number of sentences in the pool of data, we will also be processing the full dataset in
batches. As a baseline, we will use batched random sampling to sample the sentences.
2.3.3 Corpora

The corpora which are used for our tests were taken from Open Parallel Corpus (OPUS) [Tiel2].

We have chosen corpora whose sentence pairs count is in the order of 10°. In all of the corpora used, we have
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the source sentences be in English, since embedding models are more available in English. Specifically, we
used the English - Spanish News corpus, which contained around 250,000 parallel sentences. Using this

corpus, we tested all of the available combinations of sampling techniques.

2.3.4 Setup For Machine Translation Model

We would like to test how different sampling algorithms and different similarity measures affects
the quality of training sets produced. For the corpus tested, we randomly selected 10% of the sentences for
evaluating the final model. The remaining 90% of the sentences acts as the pool of sentences we perform
our sampling on. During the sampling phase, we first randomly select around 10,000 sentences to be the
validation set, then amongst the remaining sentences, we sample out either around 10%, 25% or 50% of the
sentences in the pool. These sentences are sampled out using different algorithms and similarity measures,
which are described previously. The selected sentences then act as the training set for our model. The
sentences then undergoes the process of Byte Pair Encoding (BPE) which reduces required vocabulary size
of the corpus by breaking down larger, infrequent words into multiple tokens which are more frequent in the
corpus [SHB15]. For our experiment, we aim for the vocabulary size to be at around 30,000.

The machine translation tasks are done on models with a transformer architecture. The parameters
for the model are adapted from the default values from OpenNMT and from some of the models tested in
[VSP*17]. We have listed these parameters in Table 2.1. All of the training is performed on a single GPU.

Since some training sessions are done on small number of sentences, methods to reduce over-fitting
are needed. We have done so by slightly increasing dropout rate (compared to the papers we referenced),
and by allowing for early termination if the validation accuracy or validation perplexity does not improve
after some number of validation steps. After allowing for early termination, we found that all of the training
done terminates before the maximum number of steps are reached, and most of the models only took a few
hours to train until this point.

During our experiments, we also found that OpenNMT will often run into out-of-memory errors if

our validation batch size is too high. We therefore were only able to set the validation batch size to a small
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Parameter Model Value
Model Parameters
Number of Layers 2
Word Vector Size 512
Sinusoidal Position Encoding True
Feed-Forward Size 2048
Heads 8
Training Parameters
Batch Size 4096
Gradient Accumulation 2
Maximum Steps 100000
Validation Frequency Every 1000 Steps
Early Termination 10 Validation Steps
Dropout Rate 0.2
Optimiser Parameters
Type Adam
Warm-up Steps 8000
Initial Learning Rate 2
51 0.9
Ba 0.998

Table 2.1: Parameters for Machine Translation Model

number (in our case, we have set it to 4). A small validation batch size had negligible effect to the overall
time required for training, and no effect on the quality of output translation.

After training is completed, we translate our tests and de-tokenise them accordingly. The quality
of translation is evaluated using the BLEU score, which is based on whether the translated sentence has the
n-grams that appears in the reference sentence (the actual translation) or not. The use of n-grams makes sure
that a good translation not only has the correct words, but that those words also appear in a grammatically

correct order, or at least compared to the reference [PRWZ02].

Analysis of Sampled Sentences

In addition to testing the effects of sampling techniques on quality of the trained model, we would
also like to compare the similarity between the sampled sentences. We will also be comparing the overlap

between selected subsets due to different techniques, and also the lengths of the selected sentences.
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Furthermore, we wanted to analyse the change in the distribution of pairwise sentence distances.
To do so, we created a mock dataset only consisting of 10,000 sentences, and performed sampling to obtain
1,000 sentences. Using the sampled 1,000 sentences, we found the distance between every sentence pair

and recorded the data. We did so for every sampling algorithm and every distance metric we have.

2.4 Results and Analysis

Below we present and analyse the data collected from the experiments.

2.4.1 Performance of Sampled Set in Training Translation Models

The training results are summarised in Figure 2.3. Disappointingly, we found that in most of the
combinations of objective and distance metrics we have tested results in sampled data which is detrimental
to the training process.

Sampling under the MAXSUM objective consistently results in training sets which creates bad
translation models, in cases creating models which lowers the BLEU index by as much as 4. Intuitively,
this may be due to the fact that it tends to select samples which are as far from each other as possible, and
as a result tends to select the samples at the "edge" of the corpus. On the other hand, sampling under the
CLUSTER objective or the DISSIMILAR objective may result in good samples, depending on the distance
metric used.

Edit distance tends to always produce good training results regardless of the diversification objec-
tive. However, we predict that this could be due to the fact that when diversifying using the edit distance the
longer sentences are being favoured (we will discuss this point in the following subsection). We believe that
a longer sentence results in larger number of tokens for the model to train with, which is similar to having
more training samples to work with.

Among the other two tokens-based distances the results are somewhat promising. In our tests,
we find that normalised edit distance consistently manages to outperform our random benchmark when

sampled under the DISSIMILAR objective by increasing the testing BLEU score by around 2 points, while
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Figure 2.3: BLEU scores from training on different diversified training set. For each distance function, we
sampled the English-Spanish corpus to get diversified training set of different sizes. The graphs on the left
column shows the BLEU score from testing, and the graphs on the right column are the same scores relative
to the random benchmark done. The random data in all graphs are from the same training instance. All
of the error bars represent the minimum and maximum of performed tests. Top: sampling done using the
MAXSUM objective. Middle: sampling done using the CLUSTER objective. Bottom: sampling done using
the DISSIMILAR objective.
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only slightly improving from random benchmark when sampled under the CLUSTER objective. For Jaccard
distance, we see that it only slightly improves the testing BLEU scores by less than 1 in the DISSIMILAR
objective, which is too low of an improvement to draw any conclusions.

We also found that the two distance metrics based on different embeddings perform poorly in our
tests. Both relaxed Word Mover’s distance an cosine distance on sentence embeddings result lowers training
scores compared to our random benchmark by up to 2-4 BLEU points in some instances. The reasons for
this may be due to our decision to not fine-tune the embedding models we have used, or the fact that only
considering sentences at token level is inherently better than performing sampling on context-based sentence

representations.

2.4.2 Analysis of the Sampled Subsets

Similarities of Sampled Subsets

In addition to performing training on the sampled subsets, we also wanted to perform further anal-
ysis on our sampling techniques. We first wanted to investigate the similarities between different sampling
techniques by seeing how similar the selected subsets are compared to each other. To do this, we com-
pared each sampling techniques against each other and found what proportions of sentences were selected
in common between these sampling techniques. We present these results in Figures 2.4, 2.5 and 2.6.

From the similarity plots, we find that sampling using the MAXSUM objective and DISSIMILAR
objective tend to produce more similar subsets. For sampling instances when the same distance metrics are
used, sampling using the two objectives can give up to 10% more overlap compared to the random sampling
case. This is in contrast to the sentences sampled using the CLUSTERING objective which will give less
overlap when compared to the other objectives.

We can also see the overlap of selected sentences when we sample using normalised edit distance,
Jaccard distance and relaxed Word Mover’s distance. We can see that when sampling using DISSIMILAR or
MAXSUM objectives, we see a significant increase in sample overlaps when we use normalised edit distance,

Jaccard distance and relaxed Word Mover’s distance as our similarity metric.
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en-es-opusnews-256124, 25000 selected sentences, proportion of selected subset overlap
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Figure 2.4: Heat-map to demonstrate the similarity between the selected subsets from different methods.
The number represents the proportion of selected samples which are shared between the particular sampling
instances listed by row and column. All sampling instances here selected 25,000 sentences from the whole
corpus.
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en-es-opusnews-256124, 60000 selected sentences, proportion of selected subset overlap
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Figure 2.5: Heat-map to demonstrate the similarity between the selected subsets from different methods.
The number represents the proportion of selected samples which are shared between the particular sampling
instances listed by row and column. All sampling instances here selected 60,000 sentences from the whole
corpus.
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en-es-opusnews-256124, 110000 selected sentences, proportion of selected subset overlap
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Figure 2.6: Heat-map to demonstrate the similarity between the selected subsets from different methods.
The number represents the proportion of selected samples which are shared between the particular sampling
instances listed by row and column. In each plot, we give the mean, standard deviation and skew of the
distance distribution. All sampling instances here selected 110,000 sentences from the whole corpus.
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Lengths of Sampled Subset

In Figure 2.7, we plotted the distribution of the token lengths of the selected subsets from the
different sampling techniques. Here, we found that the sampling techniques that gave good results tend
to give subsets which had longer sentences. We can see that the sampling techniques which gave signifi-
cant increase in average sentence lengths when compared to random sampling were samplings done on the
edit distance metrics and for sampling using the DISSIMILAR metric on normalised edit distance. These

sampling instances also corresponded to the samples which gave better training scores.

Distribution of Pairwise Distances

In Figures 2.8, 2.9 and 2.10, we have plotted the distribution of distance between sentences in the
sampled subset from our smaller mock dataset. Trends similar to that presented in the subset overlap data
can be seen here.

For both the MAXSUM and the DISSIMILAR objective, we find that normalised edit distance, Jac-
card distance and relaxed Word Mover’s distance tend to have similar effects on the selected subset. From
the graphs, we can see that sampling using either of the three metrics will result in an increase in the mean
value of the distance distributions which are based on normalised edit distance, Jaccard distance and relaxed
Word Mover’s distance. This provides further evidence on the correlation amongst these three distance

metrics.

2.5 Conclusion

In this section, we have explored different methods to perform sentence diversification for training
set reduction for machine translation tasks. We have developed a pipeline for sampling sentences from a
large corpus using various metrics and algorithms, and compared the quality of the sampled subset by testing
their performance towards training a machine translation model.

From the results obtained from the pipeline, we can see that some similarity measures and some

diversification techniques were able to give improvements in the training data, while some can be detrimental
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en-es-opusnews-256124, 25000 samples, selected sentences length
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Figure 2.7: Box-plots to present the (token) length of each sampled subset. The blue line in each graph
represents the median from random sampling. From top to bottom, the data is from sampling subset of sizes

25,000, 60,000, and 110,000.
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en-es-opusnews-256124, 1000 samples in 10 batches, selected by MaxSum
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Figure 2.8: Distribution of pairwise distances on a subset of 1,000 sentences sampled from a mock dataset of
size 10,000. Plots in the same row are the data from the sentences sampled using the same distance metric,
and plots in the same column are pairwise distances measured on the same metric. In each plot, we give
the mean, standard deviation and skew of the distance distribution. All samples are done on the MAXSUM

objective.
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en-es-opusnews-256124, 1000 samples in 10 batches, selected by Cluster
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Figure 2.9: Distribution of pairwise distances on a subset of 1,000 sentences sampled from a mock dataset of
size 10,000. Plots in the same row are the data from the sentences sampled using the same distance metric,
and plots in the same column are pairwise distances measured on the same metric. In each plot, we give
the mean, standard deviation and skew of the distance distribution. All samples are done on the CLUSTER

objective
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Figure 2.10: Distribution of pairwise distances on a subset of 1,000 sentences sampled from a mock dataset
of size 10,000. Plots in the same row are the data from the sentences sampled using the same distance
metric, and plots in the same column are pairwise distances measured on the same metric. All samples are
done on the DISSIMILAR objective
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to the results.

There still remains a large number of remaining work that can be done, including the following

* We can still attempt to perform similar tests on other corpuses, and to see how the results will vary.

Also, we can run experiments on larger corpuses to see how well our framework scales.

* We can attempt to understand the results we have obtained further. We are still uncertain about
why edit distance always performs better than the other metrics, or why embedding-based distances
performs poorly. While we have hypotheses about these, more analysis would be needed to arrive at

a conclusion.

* We can find other methods to perform similarity measures. For example, we can look at performing
diversification using similar distance metrics but without considering words which are common in the

corpus (e.g. in English, these may include the articles or common pronouns).
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CHAPTER 3

AN EFFICIENT PARALLEL SUBMODULAR MAXIMISATION
ALGORITHM

3.1 Introduction

In this chapter, we will be building up towards an efficient submodular maximisation algorithm.
We will start by introducing the idea of submodular functions in Section 3.2, where we will talk about its
definition, its application to other problems in machine learning, and methods of solving them in different
settings. Then, in Section 3.3, we will further discuss some of the useful subroutines that have arisen from
previous works on submodular maximisation algorithms. In Section 3.4, we will present some problems of
existing submodular maximisation algorithms, and propose our own submodular maximisation algorithm
which will address some of these concerns. Finally, we will test our proposed algorithm against different

benchmarks using methods as noted in Section 3.5, and present the results in Section 3.6.

3.2 Background Information

In this section, we will describe the problem of submodular maximisation, and examine existing
methods that have been proposed for different settings.
3.2.1 Submodular Maximisation Problem

Submodular functions are an important class of functions which can be used to model many inter-

esting optimisation problem. First, we present its definition below.

Definition 3.2.1 (Submodular Functions). For any set V, a function f : 2V — R is submodular if. for any

subsets S C T C V, it follows that

FS)+ (1) = f(SUT)+ f(SNT).
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It is useful to contrast this with modular functions, which are functions where f(S) + f(T) =
fSUT)+ f(SNT) for any subset S C 7' C V. Another useful definition is the marginal gain of a

function.

Definition 3.2.2 (Marginal Gains of Functions). Let V' be any set, and define f : 2V — R be a function.
For any element e € V and any subset S C 'V, we define the marginal gain of e to S to be f(e|S) =
f(Su{e}) — f(S). Similarly, for any subsets S,T C V, we define the marginal gain of T to S to be
f(T1S) == f(SUT) = f(S).

Marginal gain reflects the increase in the function’s value when an element or elements are added
into the set. For monotone submodular functions, marginal gains will always be non-negative.

From the definition of submodular functions, we arrive at an important property of submodular

functions.

Theorem 3.2.1. Let V be any set, and define a submodular function f : 2" — R. For any element e € V

and for any subsets S C T C V, it follows that f(e|S) > f(e|T).

Theorem 3.2.1 is perhaps a much more intuitive definition for submodular functions. In simple
terms, a submodular function captures the idea of diminishing returns. Adding an element into a large set
will give a smaller increase in the function value than if we were to add the same element into a smaller set,
since adding a new element into a larger set will present the set with less new "information".

A particular interesting type of problem is where we try to maximise a particular submodular
function given some constraints. In the literature, submodular maximisation under Knapsack constraints or
matroid constraints have been studied. However, in this work, we will be mostly concerned with maximising
submodular functions under cardinality constraint, which formally, is an optimisation problem where we
want to

maximise f(S) forsome S CV  subjectto |S| <k

for some submodular function f and some natural number k. Here, k£ denotes the maximum cardinality of

the optimal set.
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3.2.2 Applications of Submodular Functions

Submodular functions are interesting because they are a good generalisation for many problems we

find across machine learning. Below, we discuss some of these problems.

Exemplar-Based Clustering

In the clustering problem we want to pick a set of points such that it is the most representative of
the other points in the pool. To do so, we can select points such that it maximises the closeness to the other

points in the pool. Mathematically, we can maximise a submodular function f : 2" — R where

f(s) = |‘1/| Z max [d(eg,e) — d(a,e)l,

where d(x,y) is a distance function and e is an arbitrary point in space. Intuitively, the function quantifies

the average distance between any point in set V' to its closest point from the selected set S.

Active Set Selection

Given some elements a,b € V, we can quantify the "similarity" between the objects as e—dla:b)

where d(a,b) is the distance between the two elements. Using this, we can define a matrix M such that
M; ;= e~4vi:%) for some v;, v; € V.

Given a set of elements S C V, we can define a function that quantifies the diversity of the set .S.
Specifically, we can let

f(S) = logdet(ls + aMs)

where My is the principal sub-matrix of M indexed by S (i.e. matrix M but keeping the rows and columns
according to elements in ), I|g| is the identity matrix of dimension |S], and o > 0 is a regularisation

parameter. It can be shown that this function is submodular [LSHO2].

Recommendation Systems

In recommendation systems, the goal is to recommend a user to a number of diverse objects which

they might be interested in. This can be broken down into two sub-objectives of recommending diverse
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objects, and recommending objects the user will like.

An example of this is with movie recommendations [NFTM™18]. Suppose M = {mi,ma,...,my}
is the sets of movies, and let u be a user we are interested in. Suppose we are able to obtain vector repre-
sentations for the movies, Uy, , Uy, - - -, Um,, € RP, and a vector representation for the user w,, € R? such
that (vy,,, wy) equals to the rating user v would give for movie m;, and the term (vy,,, vy, ) correlates to the

degree of similarity between the movies. Then, we can define a submodular function f : 2" — R where

f(S) =a Z max (U, V) + (1 — @) Z (W, Vi ),
m’'eM meS

where « is a trade-off parameter (for setting how much each objective should be weighed). The first term
measures how well the selected subset S covers the space of the object, while the second term measures

how much the user will like the objects from S.

Maximum Coverage Problem

Suppose we have a set A. Also suppose T = {11, Ts,...,T,} is a set of subsets of A,i.e. T; C A

for all i. For aset S C T, we can define a submodular function f : 27 5 R where

U T’.

TeS

In other words, f(S) measures how many elements from A is contained in S.

3.2.3 Existing Algorithms

In this section, we will explore some algorithms proposed to solve the submodular maximisation
problem under cardinality constraints. We will reference prior works, including algorithms which have

tackled the submodular maximisation problem under the parallel setting or under the streaming setting.

The Greedy Algorithm and Its Variance

The problem of submodular maximisation, unfortunately, is NP-Complete, meaning that no effi-

cient polynomial-time algorithm exists for the exact optimal solution unless P = NP. A simple solution,
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however, is to use a greedy algorithm, where we find the element from the ground set with the highest
marginal gain to our solution set, and add this new element to our solution set until the maximum cardinality
is reached. This idea is presented in Algorithm 5. Interestingly, this algorithm gives an approximate solu-
tion with the best possible approximation bound for any polynomial-time algorithm [NWF78]. This result

is summarised in Theorem 3.2.2.

Algorithm 5 Greedy Submodular Maximisation Algorithm

1: function GREEDY-SUBMOD(V/, f, k)
2 S0
3: ViV
4 while |S| < k do > one while loop is said to be one round of the greedy algorithm
5 U < argmax f(v|S)
veV’
6: S+ SU{vn}
7 V'« V' \{om}
8: return S

Theorem 3.2.2. Let f : 2V — R be a monotone submodular function, and k be the maximum car-
dinality for the optimal set. Let OPT be the optimal value for f under the cardinality constraint, i.e.
OPT = maxgcvy, s|<k f (S). For a submodular maximisation problem, the greedy algorithm will yield a

solution S’ such that

f(s" > (1 - 1) OPT.

(&

Furthermore, no polynomial-time algorithm can provide a better approximation guarantee beyond 1 — 1/e

unless P = NP.

Proof. We will only prove the approximation bound of the greedy algorithm here, and refer the reader to the
original paper by Nemhauser, Wolsey and Fisher [NWF78] for the proof to the claim that no polynomial-
time algorithm can perform better than the greedy algorithm. The idea of the approximation bound proof
presented here is the same as in the survey paper from Krause and Golovin [KG14].

Let f : 2 — R be a submodular function. Let S* = ;é%/]\(g%ff@) = {v},v3,..., v}, which

is the optimal set, and let OPT = f(.S*) which is the optimal value of the function under the cardinality

constraint.
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Suppose the greedy algorithm returns a final solution S” = {vy,vs, ..., v }. By construction of our
greedy algorithm, it is guaranteed that |S’| = k. Let S, = {v1,v2,...,v;} for some 1 <1 < k. Similarly,
let Sf = {v},v3,..., v} for some 1 < i < k. We can see that

f(8*) < f(S*US)) by submodularity,
k
= f(S) +)_FWjISiu S5
j=1
k
< f(SH+ Z f(v31S)) by submodularity,
j=1
k
< f(Sh) + Z f(vir1|Sh) since v; 11 = arg maxf(v|S}) by the algorithm,
j=1 vEN\S]
= f(S}) + kf(via]S))

which means that f(v;1]S}) > £(OPT — f(S0)).
Let ; = OPT — f(S;). We can see that ; — d;11 = f(Sj, ) — f(S]) = f(vit1|S]) < di/k, or
that §;41 > (1 — £)d;. This means that OPT — f(S') = & < (1 — %)kdo =(1- %)kOPT < OPT/e since

(1 —x)* < 1/e for any z > 0, hence we can conclude that f(S’) > (1 — 1)OPT. O

While the greedy algorithm gives very good approximations, it can be extremely slow in practice,
especially when there is a lot of data. More efficient algorithms have therefore been proposed, which aim
to reduce the amount of time to find a solution, while sacrificing the least amount of accuracy as possible.
For example, a simple adjustment which can be made to the greedy algorithm is to use submodularity of our
objective function to determine which elements in the ground set definitely cannot be the element with the
highest marginal gain without having to make a query call to the oracle. This version of the greedy algorithm
is referred to as the LAZY-GREEDY algorithm, which can give large performance boosts compared to the
plain greedy algorithm [Min78].

The problem of submodular maximisation on large ground sets have also been studied, which
incorporates techniques of parallelism or data streaming into the algorithm as well. We present some of

these algorithms below.



Apivich Hemachandra An Efficient Parallel Submodular Maximisation Algorithm /36

Algorithms in the Parallel Setting

In the parallel setting, we assume multiple instructions can be executed simultaneously. The al-
gorithms in this settings are evaluated based on their approximation guarantees and their adaptivity, which
represents how many rounds of parallel function calls are required for the algorithm. More recent works
have produced parallel algorithms with an approximation factor of 1 — 1/e — ¢, while having an adaptivity
of O(logn/e?), where ¢ is the approximation factor which is determined by the user.

In algorithms presented by Balkanski, Rubinstein and Singer [BRS18] and by Ene and Nguyen
[EN18], a similar strategy is used. Both algorithms consist of a filtering process which aims to remove
elements from the ground set which has low expected contribution to the sample set, and a stage to add a
set of random elements into the sample set. In these algorithms, they are able to guarantee that the filtering
process will be able to discard a constant fraction of the elements from the ground set, that the randomly
selected set is expected to have some amount of marginal gain to the original set, and that the whole process
is able to run in some fixed number of rounds. In addition to these techniques, since the algorithms tend to
require us to know the value of OPT, multiple copies of the algorithm in parallel are run, where each copy
has its own guess of OPT.

In addition to the parallel algorithms from above, the algorithm presented by Fahrbach, Mirrokni
and Zadimoghaddam [FMZ18b] also guarantees (in expectation) the same approximation and adaptivity,
however only requiring O(n) function calls. In addition to the filtering process and repeatedly adding
new random subsets into the sampled set, the algorithm also deploys methods to reduce the approximation
bounds for OPT, so that not as many parallel copies of the submodular maximisation have to be run for as
many approximations of OPT.

While the parallel algorithms presented in the literature works well in theory, there has been no
evidence (to our knowledge) of the algorithms being used on real sample sets. It is also important to point
out that the algorithm may not scale well despite of low adaptivity, as a large number of functions may not

be able to be executed simultaneously in real life since it is not possible to guarantee that an infinite number
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of tasks can be executed concurrently in real life.

There have also been studies for submodular maximisation algorithms under a distributed setting.
The algorithm here are also able to execute instructions in parallel, however it will also try to reduce the
amount of information that each worker shares with each other since each workers may be in different
machines, and communication between them will consume a larger amount of time. Algorithms under this

setting has been developed, many using the MAPREDUCE regime [KMVV15].

Algorithms in the Streaming Setting

In the streaming setting, we assume that the data {ej, e, ..., e,} cannot all be accessed at the
same time, but rather the elements arrive to the algorithm one-by-one, and only o(n) of those elements can
be stored by the algorithm. In the one-pass setting, any data e; which has been discarded by the algorithm
will be lost forever and cannot be returned, so the moment the algorithm sees the element e;, it would
have to decide on whether to keep it in memory or discard it. Multiple one-pass streaming algorithms have
been proposed which all achieve approximation guarantees arbitrarily close to 1/2 [BMKK14, NFTM ™18,
KMZ*19]. Additionally, better approximation guarantees are possible for streaming algorithms which allow

more than one passes over the entire data stream [NFTM ' 18].

Algorithms For Other Constraints

There have also been algorithms proposed for solving monotone submodular maximisation prob-
lems with other constraints as well, for example, submodular maximisation under matroid constraints. Par-
allel algorithms with adaptivity of O(log? n/e®) have been proposed to solve such algorithms [CQ18]. Ad-
ditionally, there have also been parallel algorithms proposed for non-monotone submodular maximisation

as well [FMZ18a].

3.3 Subroutines From Previous Works Used

In the previous section, we have provided an overview of some of the existing algorithms in the

parallel setting. We will now examine some of these algorithms more closely.
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3.3.1 The THRESHOLD-SAMPLING Algorithm

THRESHOLD-SAMPLING is one of the subroutines presented by Kazemi et al [KMZ"19]. The
algorithm aims to build a set by selecting a number of elements whose average marginal gain is above a
certain threshold 7. However, this constraint may be relaxed, and so an error term ¢ is introduced.

In a round of THRESHOLD-SAMPLING, we start by filtering out the elements whose marginal gains
are lower than the required threshold using the FILTER subroutine. Then, using the remaining elements, we
sample out some of them and add them to our solution if their marginal gain is high enough. We do so
until we hit the maximum allowed cardinality or we run out of elements to randomise from. Using this, we
are able to guarantee that the elements we have added into our set will contribute some amount of marginal
gain, and that the elements discarded definitely have marginal gains which are too low for our solution. The
pseudocode for these algorithms are presented in Algorithms 6 and 7, both which are adaptations from the

paper by Kazemi et al., and summarise their performance in Theorem 3.3.1.
Theorem 3.3.1. The algorithm THRESHOLD-SAMPLING returns a set S C V such that

1. The expected number of queries to the submodular function is O(|V|/¢),
2. The average marginal gain for each element f(S)/|S| is greater than (1 — 2¢)T, and

3. If|S| < k, then f(x|S) < 7 forallx € V'\ S.
To prove this, we will make use of the following result from statistics.

Theorem 3.3.2 (Hoeffding’s Inequality [Hoe63]). Let X = > | X; where each X;’s are random variables
which are all independently distributed in [0, 1]. Let p = E[X]. Then, for all t > 0, Pr[X > pu + t| and
Pr[X < p — t] is at most exp(—2t2 /n).

Using this inequality, we will now prove Theorem 3.3.1.

Proof. We will prove the three claims in the theorem separately. Note that the first point is a consequence of
results shown in the original paper, whereas the second and third points are results directly from the paper

(hence their proof has already been stated in the paper but will also be mentioned here for completeness).
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Algorithm 6 THRESHOLD-SAMPLING subroutine

1: function THRESHOLD-SAMPLING(V, f, k, T, €)
2 S0

3 ViV

4: while |S| < kand |V'| > 0 do

5: V'« FILTer(V', f, S, )

6 for [1/<] loops do

7 2 ¢+ arandom element from V'’

8 if f(z]S) < (1 —¢)7 then

9: break and go to Line 2

10: else

11: S« Su{z}

12: V'« V'\ {z}

13: if |S| = k or |V'| = 0 then return S
14: for i = [log;,.(1/¢)] to [logy, . k| do

15: t + min{(1+¢)™* — (1 +e)4,|V',k —|S|}
16: T < arandom subset of size ¢ from V'’
17: if f(T'S) > (1—¢)r-|T|and |SUT| < k then
18: S+ SuT

19: Vi« V'\T
20: else
21: S« SuT
22: V'« V'\T
23: break
24: return S

Algorithm 7 Filtering Algorithm

1: function FILTER(V, f, S, T)
2 for vin V do

3 if f(v|S) < 7 then
4: V+«—V\{v}

5 return V'

> Remove v from set
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To prove the first claim, we will first show that the size of set V' is expected to decrease with a
constant fraction in each iteration. Let Vj be the set V” initially, and V}! be the set V" after  iterations of the
while loop. We claim that |V/', ;| < (1 — ¢/2)|V}| with a constant probability. To do this, we will say that
the iteration has failed if |V}/| > (1 — £/2)|V,/_,| after that iteration of while loop has terminated.

Within the while loop, there exist two for loops, one aiming to add a single element to the solution
(starting in Line 6), and another aiming to add in multiple elements at once (starting in Line 14). We say that
each iteration of those for loops is a step in our while loop, where [1/¢] of the steps are for the first for loop,

and the other O(log k) steps are for the second while loop. Let P, be the upper bound on the probability

that the while loop fails during step z. We examine the values of P, in the different cases.

o If V/_, has at least €/2 fraction of the elements with marginal gains lower than 7, then at least ¢/2
fraction of the elements will be removed from V,/_, anyway, and the iteration cannot fail (therefore

P, = 0 in these steps).

* Consider the first [1/¢] steps. Assume that less than £/2 fraction of the elements in V,/_; have
marginal gains lower than 7. Then, when a random element is selected in one of the steps, it has
probability of at most £/2 of selecting an element which will result in the while loop terminating and

failing. Therefore in this case, for 1 < z < [1/¢], P, = ¢/2.

* Consider the remaining O(log k) steps. In these steps, we sample ¢ elements to form set 7" and add
them to S. We can see that the while loop will fail in one of these steps if the sampled set 7" is such
that f(T'|S) < (1 — )7 - |T'| (which causes the while loop to break), and less than £ /2 fraction of the

elements in V! has marginal gain towards S U T of less than 7 (which causes the while loop to fail).

We can see that f(7'|S) < (1 — &)7 - |T| would only be true if at least & fraction of the elements
in 7" have marginal gain towards S of less than 7. Define a random variable X which is equal to 1
if f(x|S) < 7 for a random z € V,/ and 0 otherwise. We can see that the mean of X is less than
e/2. Treat the process of sampling 7" as sampling out ¢ individual elements from V;, and suppose we

assign random variable X; for each of the random elements in 7". The probability that more than £t
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of these elements have marginal gain towards S of less than 7 is given by

Pr [ Z X; > 5t} =Pr [ Z X; — Et Et} < e AP/t _ p—EPt/2

by Hoeftding’s Inequality (Theorem 3.3.2). This means that the while loop has a probability of less

than e~<"*/2 to fail during this step. In this stage, P, = e~ t/2.

The probability that iteration [ of the while loop will not fail after all of these steps is therefore at least
[1.(1 — P.), which is independent of |V}/|. We can therefore say that |V}!| < (1 —/2)|V//_,| with constant
probability. This means the number of elements in set V’ will be decaying exponentially. In the case that
set S never reaches k elements, the while loop will continue running until |V’| = 0, which will happen in
O(log |V']) iterations.

In iteration r, we would see that |V;/| < |V|(1 — &/2)", and so the number of submodular function
calls required for that filtering stage is bounded by |V |(1 — £/2)". After the filtering stage, the algorithm
requires another O(1/e + log k) submodular function calls. Overall, the number of submodular function

calls required for THRESHOLD-SAMPLING would be bounded by

Clog|V|

> [\vu —e/2) + é +logk

r=1

2Vl  Clog|V
< |s|+ Oeg| |+C’log|V|logk:

meaning that the work required for the algorithm is O(|V|/€). An interesting point to note here is the
runtime is dominated by the filtering stage.

To prove the second claim, we can examine the average marginal gain in each cases where elements
are added to the set S. Suppose we are in iteration 1 of the while loop. Suppose we let T;. ; be the jth batch
of element(s) which were added into the solution during iteration r of the while loop, and let S, ; be the
solution right before adding 7. ; into the solution set. For iteration r of the while loop, there are three ways

it can terminate.

* By the break in Line 9. Here, we see that |7}, ;| = 1 for all j. The elements here could only be added

in Line 11, and by the condition of the if statement we can guarantee that f(7} ;|5 ;) > (1 —¢)7.
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* By the break in Line 23. Suppose are about to add 7. ; into our solution set in Line 21. We can see
that in order for the while loop to have reached this point, elements must only have been added in Line
11 and Line 18, otherwise the loop would have been terminated already. This means that for previous
j — 1 batches of elements added, the average marginal gain must be higher than (1 — ¢)7. Also, we
can see that from how ¢ is constructed, we see that | J/—] T,;| = (1 + &)’ and that | Ji_, T,1| <

(14e)*t=1+e¢) Uz 1 Tr1|- We can therefore show that

J Jj—1
f( U T Sr,l> > f< U T, Sr,l> by submodularity
=1 =
(1—e)r ] by condition of added elements
(1—e)r
1 T 5 7,0
(1—2e)7 7l by approximation

which means the average marginal gain for elements added in iteration r of the while loop exceeds

(1 — 2¢)7 as required.

* The while loop does not reach any break conditions and terminates after finishing all the for loops.
For the algorithm to not reach any break conditions, it must mean that f(7;.;|.S, ;) > (1 — ¢)7 for all

J, which matches the required condition.

We see that in any iteration of the while loop the average marginal gains of the elements are as required.

To prove the third claim, we can see that if | S| < k, then |V’| = 0. This means that no elements
remain from V', which would be due to the fact that all the elements from it is either added to .S or filtered
out in one of the iterations. If the elements are filtered out, then it must mean that in some iteration r, the
marginal gain of the element towards S, 1 is lower than 7 as in the condition from FILTER subroutine. They

must therefore also have marginal gain of less than 7 towards S as well due to submodularity. O

THRESHOLD-SAMPLING alone is not enough to obtain a final solution, as we do not know what
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7 should be. Ideally, we would let 7 = OPT/2k, where OPT is the true optimal solution. Since we do not
know OPT, we can instead run multiple copies of THRESHOLD-SAMPLING for different estimates of OPT,

and take the best solution obtained.

3.3.2 The EXHAUSTIVE-MAXIMISATION Algorithm

In the paper by Fahrbach, Mirrokni and Zadimoghaddam [FMZ18b], a similar idea is used in order
to estimate the optimal solution. In the EXHAUSTIVE-MAXIMISATION function in Algorithm 8, they have
let A* = maxyecy f({v}). Then, we can observe that A* < OPT < kA*, where the first inequality is due
to the fact that A* is a feasible value for the maximisation, and the second inequality is due to the property
of diminishing returns of submodular functions. Then, solutions are found in parallel for different values
of 7 = (1 + ¢)!A*/k for integers i such that A* < 7 < kA*. These solutions are found by running
THRESHOLD-SAMPLING-FAHRBACH (Algorithm 9) for decreasing threshold values in order to achieve the
guarantees provided.

THRESHOLD-SAMPLING-FAHRBACH shares similar techniques to THRESHOLD-SAMPLING from
earlier. It first filters out elements whose marginal gain is too low for the solution set. Then, it estimates how
many elements it can sample out of unselected elements such that the sampled set will give some marginal
gain to the solution. This is done using an estimator function REDUCE-MEAN which is shown in Algorithm
10. Finally, the algorithm samples out that many elements and adds it to the solution set. This is repeated
until enough elements are added to the solution or the algorithm runs out of unfiltered elements.

Some key theorems about Algorithms 8, 9 and 10 are summarised below. All of their proofs are

omitted here, but can be found in the original paper.
Theorem 3.3.3. Let (1 be the mean of the Bernoulli distribution D. Then, with probability of at least 1 — 6,
1. If REDUCED-MEAN returns True, then y < 1 — €.

2. If REDUCED-MEAN returns False, then u > 1 — 2¢.
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Theorem 3.3.4. The algorithm THRESHOLD-SAMPLING-FAHRBACH returns a set S C 'V such that, with

probabilities of at least 1 — 0,

1. The expected number of queries to the submodular function is O(|V'|/¢),
2. The expected average marginal gain for each element E[f(S)/|S|] is greater than (1 — &)1, and

3. If|S| < k, then f(z|S) < T forallx € V.

Theorem 3.3.5. Given a monotone submodular function f, EXHAUSTIVE-MAXIMISATION returns a set
S C V with |S| < k in O(log(n/d)/e?) adaptive rounds such that with probability at least 1 — 6, the

algorithm makes O(n log(k)/e3) submodular function calls in expectation, and E[f(S)] > (1—1/e—e)OPT.

Algorithm 8 EXHAUSTIVE-MAXIMISATION Algorithm as presented in [FMZ18b]

1: function EXHAUSTIVE-MAXIMISATION(V, f, k, €, )
2 A* + maxyey f({v})

3 r < [2log(k)/e]

4: m < [log(4)/e]

55 6 6/(r(m+1))
6
7

8
9

R+ 0
for i = 0 to r in parallel do
T+ (1+e)'A*/k

S0
10: for j = 0tomdo
11: define a function fs(7") = f(SUT) — f(95)
12: T <+ THRESHOLD-SAMPLING-FAHRBACH(V, fs,k — |S|, (1 — €)iT,e, )
13: S« SuT
14: if | S| = k then
15: break
16: add Sto R
17: return arg max f(5)

SeRr

3.4 A Practical Parallel Submodular Maximisation Algorithm

In this section, we present our own submodular maximisation algorithm under cardinality con-
straints. We first present the shortcomings of existing algorithms, then we propose an algorithm that fixes

these issues. Finally, we theoretically show the approximation bounds and running time of our algorithm.
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Algorithm 9 THRESHOLD-SAMPLING algorithm from [FMZ18b]

1: function THRESHOLD-SAMPLING-FAHRBACH(V, f, k, T, €, §)
2 £+ ¢/3

3 1+ [log(;_-1(2[V]/6)]

4: m « [log(k)/€]

550 6« 0/2r(m+1))
6

7

8

9

S0
A<V
for r rounds do
: A < FILTER(A, f, S, T) > Algorithm 7
10: if | A| = 0 then break
11: for : = 0 to m do
12: t + min{| (1 + &), |Al}
13: define Dy as a distribution over 1[f(x|SUT) > 7] for T ~U(A,t —1)andx ~ A\ T
14; if REDUCED-MEAN(Dy, £, ) then
15: break
16: sample T ~ U(A, min{t, k — |S|})
17: S« SsSuT
18: if | S| = k then break
19: return S

Algorithm 10 An estimator to Bernoulli distribution
1: function REDUCED-MEAN(D, ¢, 0)

2 m < 16[log(2/6)/e?]

3 sample X1, Xo, ..., X;, ~ D in parallel
4 o i X

5: if © <1 — 1.5¢ then
6

7

8

return True
else
return False
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3.4.1 A Problem With Parallel Algorithms Discussed

A big issue which prevents some of the theoretically efficient parallel algorithm from being efficient
in real life is the amount of actual parallelism which is required. In many of these algorithms discussed, we
find that while the theoretical adaptivity is low, the number of actual parallel function calls which would be
required to take advantage of the low adaptivity is simply too large for them to be fully parallel when run
on physical machines. This means that running multiple copies of the same subroutine can be done less
efficiently, and should be avoided if possible.

We also found that while a lot of the existing parallel algorithms have low adaptivity or even query
complexity, they have a large constant hidden in its asymptotic running time. This means that the algorithm
would only be practical if we ran the test for a large enough set V' (for exampled, for algorithms presented
by Fahrbach, Mirrokni and Zadimoghaddam, the size is in the order of 10%). This means that the algorithm

provides little advantage in the smaller samples, or in data which we are likely to encounter.

3.4.2 The two versions of THRESHOLD-SAMPLING

Algorithms 6 and 9 are both subroutines which attempt to add elements to the solution so that each
added element has a marginal gain larger than some threshold amount. Both algorithms also try to add
multiple elements at a time in order to be more efficient. Theorem 3.3.1 and Theorem 3.3.4 both highlight
the differences in the guarantees obtained from Algorithms 6 and 9 respectively.

Another major difference between the two subroutines is their probabilistic nature. Algorithm 6 is
only probabilistic in the sense that its runtime may vary simply due to chance, while the returned set will
always have some amount of marginal gain. On the other hand, Algorithm 9 also includes a failure rate,
which means that there is a probability that the answer returned will not be sufficiently accurate, although
the number of query calls is asymptotically smaller compared to Algorithm 6.

In practice, we find that Algorithm 6 will run faster since it does not depend on the failure rate
(which can also be adjusted). Also, efficiently implementing the required distribution function (Line 13 of

Algorithm 9) is not trivial, which can cause large performance setbacks.
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3.4.3 Our Proposed Algorithm

Using the THRESHOLD-SAMPLING subroutine (Algorithm 6), we present COOL-SUBMOD, which
is a parallel submodular maximisation algorithm that is more practical than previously proposed algorithms.
We outline our ideas in Algorithm 11.

In our algorithm, we use a greedy approach which iteratively calls on THRESHOLD-SAMPLING
to add a set of new elements whose average marginal gain is higher than some fixed amount. However,
instead of calling THRESHOLD-SMAPLING on the entire set V', we only call it on a selected set of ele-
ments whose marginal gain might be high enough for our threshold. We can do so by first grouping all
of the elements into different bins (labelled B;) according to their marginal gain towards the set S using
the REDISTRIBUTE subroutine. In iteration ¢, we call THRESHOLD-SAMPLING on elements in B;. After
THRESHOLD-SAMPLING is called, the unselected element from the bin B; is redistributed into the lower
bins according to their marginal gain using the REDISTRIBUTE subroutine once more.

Finally, we terminate the algorithm if either the cardinality constraint is met, or all of the remaining
elements in the pool have too low of a marginal gain. When the marginal gains of any additional elements
are too low, we can terminate early since extra elements added to our set would not be worth the extra
computation time, and so we can simply add random elements to reach the maximum cardinality instead.

Note that since we do not require an estimate of OPT, we do not need to run multiple copies of this
algorithm in parallel. This further increases the practicality of our algorithm as we do not require as many

tasks to be done in parallel.

3.4.4 Theoretical Analysis of COOL-SUBMOD

We will now analyse the performance of our proposed algorithm. For simplicity, we will define
variables that represent the state of the algorithm in the while loop at Line 7. For iteration j of the while
loop (where j starts at 1), define A; = (1 — é)j TLA* to be the threshold value at that iteration (as defined
in the THRESHOLD-SAMPLING call). Also let T be the set returned from THRESHOLD-SAMPLING in

iteration j, and n; be the size of set .S at the end of that iteration. Assume the elements are added into S
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Algorithm 11 Our proposed submodular maximisation algorithm

1: function CooL-SuBMoOD(V, f, k, ¢)

2 E=c¢c/(2—1/e) > set smaller error term
3 A e maxeey f({v})

4: S0 > set of solution
5: REDISTRIBUTE(V, f, S, A*, &)

6 t<+0 > keeps current bin to check
7 while |S| < kand (k — |S]) - (1 — &)"TLA* > 2. £(S) do

8 if B; exists then

9: define fs(T) = f(SUT) — f(95)

10: T < THRESHOLD-SAMPLING(B;, fs,k — |S|, (1 — é)IT1A* £/2) > Algorithm 6
11: S+ SuUuT
12: By + B, \ T
13: REDISTRIBUTE(By, f, S, A*, &)

14: t+—t+1

15: if |S| < k then

16: add k — | S| random elements from V' \ S to S

17: return S

Algorithm 12 The redistribution subroutine

1: function REDISTRIBUTE(A, f, .S, A*, ¢)
2 for v € A in parallel do

3: i+ [log; (f(SU{v})/A")]
4: if B; does not exist then
5

6

7

B; + {v} >> create a new bin globally

else
B; + B; U {’U}
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sequentially, and that the elements in S are kept in order according to when it was added into the solution
set. For 1 <4 < |S|, define v; to be the ith element in S, and let S; = {v1,va,...,v;}. In other words, we

can say that S,,; = Sy, _, UT}, and Sy = (). Additionally, define a small error term € = 5—= - as setin Line

2-1/

2 of the algorithm.

Approximation Accuracy of COOL-SUBMOD

Ultimately, we would like to claim that our algorithm produces an approximation guarantee which
is arbitrarily close to the approximation guarantee for the greedy algorithm. We begin with a claim about

the output from calling THRESHOLD-SAMPLING in Line 10.

Lemma 3.4.1. Suppose the while loop in Line 7 has run for t iterations. In this iteration, the THRESHOLD-

SAMPLING call returns a set T} such that
1. The marginal gain of elements in Ty is given by f(1t|Sn, ,) > |T¢| - (1 — €)Ay.
2. Forall elements x € V'\ Sy, we have f(x|Sy,) < Ay.

Proof. We can see that this theorem is a consequence of Theorem 3.3.1 for the set of parameters we have
defined. The first part of the lemma comes from the fact that the threshold for added items in this case is set
at A; = (1 — &)L A*, and that we have set the error term to /2.

For the second part of the lemma, we can see that all the elements in V' \ .S, are either in B; at
the beginning of the while loop or are not. If they are in B; at the beginning of the while loop, they are not
added into S because they were removed from the pool of elements in the filtering stage of THRESHOLD-
SAMPLING, meaning their marginal gain towards S' is lower than A;. On the other hand, if the element is
not in By, then they must be in a lower bin. This would mean that their marginal gain towards the solution
from an earlier iteration is lower than A, and so their marginal gain towards the current solution S must be

lower than A; as well by submodularity. O

Using this result, we will prove the performance of entire algorithm. We will first start by proving

the performance of a modified version of the algorithm, where we only terminate out of the while loop in
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the case that |S| = k, and not under the condition that (k — |S|) - A; < £ - f(.S). After that, we will show
that the objective value when we do terminate under the condition (k — |S|) - Ay < € - f(.5) decreases only
by a constant fraction.

We will first prove the approximation guarantee for the algorithm without the extra termination con-
ditions. The following proof is inspired by [FMZ18b], and shares similarities to the proof for the correctness
of the greedy algorithm (Theorem 3.2.2).

Define a variant of our submodular function called f , which averages the marginal gain in each
iteration of the while loop. In other words, we define the function such that for any iteration ¢, for any
ny <1 < ngy1 we have f (vi]Si—1) = f(T3|Sn,—1)/|T¢|. We can see that all the elements which are added
to .S during the same iteration of the while loop will have the same marginal gain towards f, and this is equal
to the average marginal gain of elements from 7} towards the original submodular function f. We can also
see that for the final solution set S, we would have f(S) = f(S). Furthermore, since the average marginal
gain is found only on elements from the same while loop, for any iteration ¢, we find that f(S,,,) = f(Sh,).

We can prove an invariance for f.

Lemma 3.4.2. For1 < i < |S|, we have

(1-¢)?

3 (OPT — f(Si-1)).

filSi—1) >

Proof. We will prove this by induction. We can see that since there will be at least one element in By (which
will have a marginal gain to the empty set of A*), it will get added to the set S in the first iteration of the

while loop. This means that at least one element will be added in the first iteration of the while loop, or for
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when ¢ = 0. For this element, we can see that

A

£(S1) = f({u})
f

(1)) by definition of f
|Tol
[To] - (1 —)* - A" by Lemma 3.4.1
- |Tol
OPT
> (1-¢)%- = by submodularity
1—¢)? ;
> 0= Fopr - jis))

k

which proves the base case.

A~

Now, we will prove the inductive step. Assume that f(v;_1|S;_g) > (1_;)2 (OPT — f(S;—2)) is

true. There are two possibilities, either v; and v;_; are both added during the same iteration of the while
loop, or they are added during a different iteration. We will consider both of these cases separately.

First, consider the case when v; and v;_; is added in separate iterations of the while loop. This
means that v; was the first element added in its iteration of the while loop. Suppose v; was added in iteration

t. This would mean that i = ny_1 + 1. Assuming that f(S*) = OPT, we can see that

OPT = f(S*) < f(S*U Si—1) by submodularity

< f(Si)+ Y f(]Sin) by submodularity
reS*

<f(Si)+ Y A by Lemma 3.4.1
xeS*

< f(Sic1) + k- A

< IS+ s A

= i—1 (1 — é) t

k f(T¢]Si-1)
< f(Si-1) + ~ by Lemma 3.4.1
TE g Ty y
= f(Si-1) + a=e2 f(wilSi—1) by definition of f.

Also, since i — 1 = ny_q, it is the case that f(S;—1) = f (S;—1) since S;_1 has no partial contributions
from any while loop. Rearranging the expression above, we can arrive at the conclusion that f(v;]S;_1) >

%(OPT — f(Si—1)).
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Now consider the other case that v; and v;11 are both added during the same iteration of the while
loop. Since the two elements are added in the same iteration of the while loop, their marginal gain towards

f are the same by definition. This means that

f(v,;]Si,l) = f(’t)ifl ’51;2) by definition Off
(1—8)? 5 . . :
= (OPT — f(Si—2)) by the inductive hypothesis
(1-¢)

> (OPT — f(Si_1)) by submodularity

which proves that the statement is true in this case as well. This means that by induction, f(v;|S;i_1) >

(a-¢° 5) (OPT — f(S;_1)) is true forall 1 < i < |S]. O

Using the invariance for f , we can prove the following result for the simplified version of the

algorithm.

Theorem 3.4.1. Consider a variant of Algorithm 11 where the while loop in Line 7 only terminates when

|S| = k. At termination, the algorithm will return a set S such that f(S) > (1 —1/e — £)OPT.

Proof. Let §; = OPT — f(v;]S;_1). We can see that

Si - 5¢+1 = f(viﬂ\si) - f(”i|5i—1)
= f(Sit1) — f(Si)

A~

f(vis1]Si)
(

1)A
0;
k

Y

by Lemma 3.4.2

~ _2\2 A . .
and 50 0; 41 < (1 — a ks) )d;. By continuing the same pattern, we can see that
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From algebra, we can show that

o k M2\ e (1—8)2
1 _ (]‘ - 6) — 1 _ (1 - 8) (176)2 S e_(l—é)2 S 1 + é
k k e

which means that f(S) > (1 — 1/e — £)OPT. Finally, we know that f(S) = f(S) by the way f was

constructed, which means that f(S) > (1 — 1/e — £)OPT which proves our theorem. O

Finally, we will use the theorem above to give an approximation guarantee for COOL-SUBMOD

which has the termination condition as stated in the algorithm.

Theorem 3.4.2. For a monotone submodular function f and cardinality constraint k, COOL-SUBMOD

produces a solution S such that f(S) > (1 —1/e — ) OPT.

Proof. Suppose COOL-SUBMOD terminates at iteration ¢ of the while loop with a solution S. We can see
that if COOL-SUBMOD were allowed to run beyond the termination condition, the extra marginal gain it
may get is no larger than (k — |S]) - A, which by the termination condition is no larger than £ f(.S). Let
S’ be the solution one would obtain if they ran COOL-SUBMOD without the termination condition. We can
then see that f(S") — f(S) < £f(S), and so f(S) > f(S")/(1 + &).

By Theorem 3.4.1, we know that f(S”) > (1 — 1/e — £)OPT. This means that

1 1
> (1——€>OPT sinceE:(2—>é
e e

which proves our theorem. O
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Runtime of COOL-SUBMOD

Theorem 3.4.3. The while loop in Line 7 of COOL-SUBMOD runs at most logy 1_z)(k/€) times.

Proof. Suppose the while loop has repeated for ¢ iterations where ¢ > log; /(1_¢) (k/€). In the tth iteration

the value of the threshold is A; = (1 + &)!A*. We can therefore see that

Ay = (14 8)AF

< % CA* by definition of &

< % - f(S) by submodularity
€

< - f(S

which means that (k — [S]) - Ay < & - f(S). Under this situation the while loop will terminate. We can

therefore conclude that the while loop will repeat no more than log; ;¢ (k /€) times. O

We can see that since log(1 + €) is approximately equal to 1 + £ for small £, by Theorem 3.4.3, we

log(k/e)\ .:
%) times.

can see that our while loop runs O(
The amount of work done within a while loop itself will depend on the size of the bin B; at the

beginning of the while loop. However, since the bins are constructed at runtime, it is tricker to bound the

work required to process each bin. We can see that if we define our submodular function as
S| '
F(8) =2 (1-¢)
i=1
then when we get to iteration ¢ of the while loop the size of B; will always be |V'| — ¢ since in each iteration

only one element will be added to .S at a time, and it will move all of the remaining elements into bin By 1.

In practice, however, this worst case scenario is unlikely to occur.

3.5 Tests of Our Algorithm

In this section, we describe the setup for benchmarking our algorithm.
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3.5.1 Implementation

All of the algorithms were implemented in Julia. There were a couple of reasons why we chose to
implement the algorithms in Julia. Firstly, Julia is fast. Its speed is comparable to languages like C and C++,
which is better for our tasks which require a lot of computation. Secondly, it has got more ready mathemat-
ical tools, such as its LinearAlgebra package which can calculate matrices determinant, a function that is
needed in some submodular functions we are testing. Julia is also "friendlier" than programming languages
like C or C++, and are more popular amongst data scientists who prefers to avoid low-level languages. We
therefore decided that functions implemented in Julia would potentially have the most use to others who
may want to work on similar problems.

For parallelisation of the algorithms, we are using the Threads package on Julia. While we do
acknowledge that the feature is marked as experimental (as of Julia version 1.4.1), we find that it is stable
enough that we do not face major issues that makes it unsuitable for our task, and that there is enough
online supports for Threads package from other Julia users. However, during the implementation process,
we also found that multithreading in Julia does not handle task scheduling as well as we expected, and
we avoided implementing nested parallelised loops, instead changing one of the loops to be sequentially

executed instead.

3.5.2 Testing Setup

All of the algorithms are run on a machine with four threads and 8 GB of RAM on Digital Ocean.
We recorded the wall clock time to perform the maximisation using the various algorithms, and also the
objective values that the algorithm gives. Furthermore, we also counted the number of total submodular
function queries each algorithm makes, which will show the amount of work the algorithm has to do. A
large number of query calls would indicate that the algorithm requires a lot of computation, which would be
independent of the number of threads.

For each objective value, we have varied the value of k to be values between 2 to 1024. We cap

each testing at two hours, and we terminate the computation for that test if the runtime exceeds this.
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3.5.3 Algorithms Benchmarked

We will benchmark COOL-SUBMOD against the following algorithms. All of the algorithms listed

here have been implemented and tested in Julia.

* RANDOM, which is the random algorithm. In this case, we keep picking random elements and adding

them to the solution set until the cardinality constraint is met.

* GREEDY, which is the parallelised greedy algorithm, which is a variant to Algorithm 5 however the

search for the next element to add to the solution is done in parallel.

* The SIEVE-STREAMING algorithm presented by Badanidiyuru et al [BMKK14]. While this algorithm
is designed for the streaming setting (which is different from the cases we are dealing with here), its

performance is still an interesting comparison.

* A modification of SIEVE-STREAMING-PLUS algorithm presented by Kazemi et al [KMZ"19]. This
is the paper which presents the THRESHOLD-SAMPLING subroutine (Algorithm 3.3.1). In the actual
algorithm, the data is processed in batches. In our tests, however, we will allow the algorithm to see
all of the data at once (i.e. processing the data in a single batch) since we are not testing streaming

algorithms in this case.

* FAHRBACH, which is the algorithms presented by Fahrbach, Mirrokni and Zadimoghaddam [FMZ18b].
We have implemented the THRESHOLD-SAMPLING-FAHRBACH (Algorithm 9) and EXHAUSTIVE-
MAXIMISATION algorithm (Algorithm 8). To speed up this algorithm, we will modify the REDUCE-
MEAN function (Algorithm 10) from the paper so that it is able to terminate earlier in practice while
returning the correct answer (at the cost of higher adaptivity). We call our variation of the func-
tion ADJUSTED-REDUCE-MEAN, which is introduced in Appendix A.1. We also used the BINARY-
SEARCH-MAXIMISATION subroutine which is presented in the original paper in order to reduce the

number of copies of EXHAUSTIVE-MAXIMISATION instances that needs to be run.

Additionally, we will compare some variants of our algorithm, which include the following.
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* FAHRBACH-MODIFIED, which is a modification of FAHRBACH described above. In Algorithm 8,
rather than calling the THRESHOLD-SAMPLING-FAHRBACH subroutine, it calls the THRESHOLD-
SAMPLING subroutine (Algorithm 6) with appropriate parameters to keep the same approximation

guarantee.
* COOL-SUBMOD, which is our proposed algorithm as presented in Algorithm 11.

For FAHRBACH, FAHRBACH-MODIFIED, SIEVE-STREAMING, SIEVE-STREAMING-PLUS and
COOL-SUBMOD algorithms, we test their performance when setting ¢ = 0.1 and ¢ = 0.01. We kept

all failure rates at 6 = 0.1.

3.5.4 Dataset
We perform submodular maximisation on different objectives and dataset listed below.

* Clustering objective on 10,000 uniformly-distributed random points. All of the points are two-
dimensional and their components are distributed randomly between [0, 1]. For this case, we have

let ey be the zero vector.

* Active set selection on 10,000 uniformly-distributed random points. All of the points are two-dimensional
and their components are distributed randomly between [0, 1]. We have set the regularisation factor

be equal to 1.

* Movie recommendation objective using Movielens-1M dataset [HK15]. This dataset contains a set of
6000 users and 4000 movies, and one million ratings of the movies given by the users. Note that not
all movies are rated by all of the users. Using the given ratings in the dataset, we convert each movies
and users in the dataset into vectors using collaborative filtering, such that the dot product between a
user vector and a movie vector is an estimate of the rating the particular user gives to the particular
movie. This technique also allows for an estimate for the ratings that a user would have given to a
movie which they have not actually rated. We have used the objective function as shown earlier, with

a = 0.85.
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3.6 Results

We present the results which contain the objective values obtained, the required amount of compu-
tation time and the number of function calls.

The data on obtained objective values is highlighted in Figures 3.1 and 3.2. We find that streaming
algorithms will do the worst, which is expected as their approximation guarantees are lower. We also find
that COOL-SUBMOD performs almost as good as GREEDY and as good as the other parallel algorithms. All
of the parallel algorithms give results at least 95% as good as random. We can also see the effects of the €
dependency, that when the € is lower we also get a higher objective value.

The data on the runtime is presented in Figure 3.3. We can see that the amount of time for greedy
in lower values of k is actually less than that of most algorithms, however its runtime grows very quickly
for larger k. We also find that for the two parallel algorithms the time required are both very high. On the
other hand, COOL-SUBMOD is able to perform the computation with computation time lower by around an
order of magnitude. We find that COOL-SUBMOD is sometimes faster than streaming algorithms as well.

The same trend can be seen for the number of required query calls, which is as presented in Figure 3.4.

3.7 Conclusion

In this chapter, we have introduced COOL-SUBMOD, which is a practical algorithm for parallel
submodular maximisation under cardinality constraints. We find that our algorithm performs as well as
thee greedy algorithm, with much lower execution time and query calls required compared to the greedy
algorithm and the other existing parallel algorithms.

In the future, we would like to further measure the performance of our algorithm against other
submodular functions. We are also interested in seeing how well our algorithm will scale for larger values
of k than we have tested, and the computation time for cases which are longer than that we have tested.
Furthermore, we would also like to test how our algorithm scales when we use a machine with more threads.

From a theoretical point of view, we would also like to also try to provide a better algorithmic

bound for the algorithm. Specifically, we would like to find a way to bound the size of the bins B; in each
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Figure 3.1: The objective values from different submodular maximisation problems computed using differ-

ent algorithms for varying k.
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Figure 3.2: The relative objective values from different submodular maximisation problems computed using
different algorithms for varying k. The values are all scaled to be relative to the objective values obtained
from COOL-SUBMOD ran for € = 0.01.



Mahidol University International College B.Sc. (Physics) /61

Random Points Cluster, time

10¢
10°
_ 12
@
o
E
=
10 - random, 0
& greedy, 0
=== cool_submed, 0.1
A == cool_submed, 0.01
10° —= =~ sieve_streaming, 0.1
~»— sieve_streaming, 0.01
PR R P— R N I PR geeeery T3 Sieve_stréaming_plus, 0.1
—»— sieve_streaming_plus, 0.01
1'0, 1'02 —e - fahrbach, 0.1
K - fahrbach_meodified, 0.1
fahrbach_modified, 0.01
Random Points Active Set Selection, time
10¢
10°
107
)
o
£
=
10! - random, 0
- greedy, 0
cool_submod, 0.1
cool_submod, 0.01
100 sieve_streaming, 0.1
sieve_streaming, 0.01
sieve_streaming_plus, 0.1
sieve_streaming_plus, 0.01
107! fahrbach, 0.1
fahrbach, 0.01
fahrbach_modified, 0.1
fahrbach_medified, 0.01
Movie Recommendation, time
10¢
10°
_ 1
G
o
E
=
10t - random, 0
- greedy, 0
cool_submod, 0.1
cool_submeod, 0.01
10° sieve_streaming, 0.1
sieve_streaming, 0.01
sieve_streaming_plus, 0.1
sieve_streaming_plus, 0.01

100 107 —e =~ fahrbach, 0.1 »
K fahrbach_medified, 0.1
fahrbach_medified, 0.01

Figure 3.3: The time required to compute different submodular maximisation problems using different
algorithms for varying k. All tests were run on four threads.
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Figure 3.4: The number of query calls for solving different submodular maximisation problems using dif-
ferent algorithms for varying k.
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round, which would allow us to better the performance of our algorithm.

We also believe the algorithm could be optimised further, specifically in the THRESHOLD-SAMPLING
method. At the moment, this subroutine is the main bottleneck of the algorithm, and so far is a subroutine
we have taken from a previous work. If we are able to further optimise this subroutine, it could provide an

even better algorithm than what we have presented so far.
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CHAPTER 4

CONCLUSION

4.1 Summary

We summarise the details of the work in this thesis as follows.

4.1.1 Sentence Diversification for Machine Translation

In Chapter 2, we explored methods of sentence diversification for selecting a training set for ma-
chine translation tasks. We have introduced different distance metrics and algorithms we are able to use to
perform our diversification tasks.

We constructed a framework to perform sentence sampling and tested the performance of the sys-
tem on providing a training set for machine translation tasks. Here, we tried to perform diversification on
a large corpus, and then trained a machine translation model using the selected sentences. We were able to

achieve better-than-random performances in some diversification setup using token-based distances.

4.1.2 Submodular Maximisation For Large Datasets Under Cardinality Constraint

In Chapter 3, we explored the problem of submodular maximisation under cardinality constraints.
We examined existing parallel algorithms, which all tend to require large runtime in practice and large
number of parallel function calls, which is not practical when implemented.

To counter this, we developed our on algorithm which is aimed to be practical. We found that
our algorithm performed far better than theoretical parallel algorithms due to its lower runtime and num-
ber of function queries, while also providing solutions which are guaranteed to be as good as the existing
algorithms. To confirm this, we ran experiments on our algorithm and other parallel algorithms using both

artificial and real dataset.
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4.2 Future Extensions

We find that while we have performed tests on works from both sections, more extensive testing
would be needed to make the results more credible. For our sampling system, we would like to test on
more corpuses, while in the submodular maximisation algorithm, we would like to perform tests on more
submodular functions.

We also would like to better understand the results we have obtained. In the sampling system, we
find that there are still more hypotheses that can be examined with why some distance function works well
than the others. In our submodular maximisation algorithm, there remains details in the proofs which have
not been completely ironed out. Being able to understand the results and the theoretical guarantees further
will allow us to have more methods to improve upon the works we already have.

We also believe improvements upon the submodular maximisation algorithm can be useful for our
sentence selection process, as they may provide good algorithms for diversification according to our desired
objectives. If we are able to construct a meaningful diversification setup for our sentence selection problem,
and are able to compute them using our submodular maximisation algorithm, we believe it can be an exciting

system which can be useful for machine translation problems.
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APPENDIX A

OMITTED DETAILS FROM CHAPTER 3

A.1 A Faster REDUCED-MEAN Algorithm

Our version of REDUCED-MEAN will only sample from the Bernoulli distribution D in small
increments, and will also terminate early in the case that we are confident that our distribution have the

required expected values.

Algorithm 13 An improved REDUCED-MEAN algorithm

1: function ADJUSTED-REDUCE-MEAN(D, ¢, §)
2 a < 1In(2/6)/2
3 k+1
4: t<0 > Number of samples so far
5: X <+0 > Number of times we sample a 1
6 while & < 16/2% do
7 Sample Xyy1, Xt12, ..., Xiyka ~ D in parallel
8 t—t+ka
9: X Y, X,
10: B 1+1/eVE > For a tighter lower bound
11: v =2 - 1/5\/E > For a tighter upper bound
12: if X/t <1 — e then
13: return True
14: else if X/t > 1 — ~e then
15: return False
16: k + 2k
17: if X/t <1 — 1.5¢ then
18: return True
19: else
20: return False

We will first prove an invariance about our algorithm.

Claim A.1.1 (Correctness of ADJUSTED-REDUCED-MEAN). Let  be the mean of the Bernoulli distribu-
tion D. With probability of at least 1 — 0, for any k > 1, the following holds for an iteration of the while

loop.
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1. If ADJUSTED-REDUCED-MEAN returns True, then y < 1 — €.
2. If ADJUSTED-REDUCED-MEAN returns False, then p > 1 — 2¢.

3. If ADJUSTED-REDUCED-MEAN does not break during the while loop, then no conclusions are drawn

about .

Proof. We have to show that ADJUSTED-REDUCED-MEAN will wrongly return an answer with the proba-
bility of §. There are two possible scenarios where this occurs - when ADJUSTED-REDUCED-MEAN returns
True but 4 > 1 — ¢, or when ADJUSTED-REDUCED-MEAN returns False, but u < 1 — 2e.

Consider the first case, where ADJUSTED-REDUCED-MEAN returns True but u > 1 — . We see

that in order for the algorithm to return True, we require that X < ¢(1 — e). Assuming that x > 1 — &, we

see that
Pr[X < t(1—fe)] =Pr[X — put <t(1 — e — p)]

< Pr[X —pt <t(l—pe —(1—¢))] since p > 1 — ¢,

=Pr[X — ut <et(1 - p)]
< exp{w}

; by Hoeffding’s Inequality,

4]
=3 by our choice of 5.

A similar analysis can be done on the second case when ADJUSTED-REDUCED-MEAN returns

False but 4 < 1 — 2¢. In order for the algorithm to return False, we require that X > ¢(1 — ~e).

Assuming that ;1 < 1 — 2¢, we see that
Pr[X > t(1 —ve)] = Pr[X — ut > t(1 — ve — p)]

< Pr[X — pt > t(1 —ve — (1 — 2¢))] since pp < 1 — 2¢,

= Pr[X — pt > et(2 —7)]

< exp { —2(et(2 — v))Q}

; by Hoeffding’s Inequality,

0
3 by our choice of .
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In our algorithm, the two cases occurs with a probability of at most §/2 each, therefore by union

bound, our algorithm will fail with a probability of at most 6. O

From the invariance above, we can see that if the algorithm terminates early, then with a probability
of at least 1 — ¢, the returned value correctly indicates whether 4 < 1 — € or u > 1 — 2¢, and otherwise will
run more tests until it is confident that one of the condition holds.

Finally, we can give a theoretical bound for the efficiency of the algorithm.

Claim A.1.2. ADJUSTED-REDUCED-MEAN requires O(In(1/6)/<?) oracle queries and has overall adap-

tivity of O(In(1/¢2)).

We note that while the adaptivity of this algorithm is no longer constant and that the number of
oracle queries does not decrease in the worst case, this algorithm will run faster in practice as the worst case

will not often be reached.
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